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Abstract— One of the most concerning and costly problems
in hospitals is patients falls. We address this problem by intro-
ducing PAM, a patient assistant mobile robot, that maneuvers
mobility aids to assist with fall prevention. Common objects
found inside hospitals include objects with legs (i.e. walkers,
tables, chairs, equipment stands). For a mobile robot operating
in such environments, safely maneuvering these objects without
collision is essential. Since providing the robot with dynamic
models of all possible legged objects that may exist in such
environments is not feasible, autonomous learning of an ap-
proximate dynamic model for these objects would significantly
improve manipulation planning. We describe a probabilistic
method to do this by fitting pre-categorized object models
learned from minimal force and motion interactions with an
object. In addition, we account for multiple manipulation
strategies, which requires a hybrid control system comprised
of discrete grasps on legs and continuous applied forces. To do
this, we use a simple one-wheel point-mass model. A hybrid
MPC-based manipulation planning algorithm was developed to
compensate for modeling errors. While the proposed algorithm
applies to a broad range of legged objects, we only show
results for the case of a 2-wheel, 4-legged walker in this
paper. Simulation and experimental tests show that the obtained
dynamic model is sufficiently accurate for safe and collision-free
manipulation. When combined with the proposed manipulation
planning algorithm, the robot can successfully move the object
to a desired position without collision.

I. INTRODUCTION

Each year about 35% of individuals over age 65 experience
falls providing the third leading cause of chronic disability
worldwide [1]. In hospitals, patient falls occur most fre-
quently at the bedside, and reports show that the rate of
bedside falls comprise as high as 50% of all falls [2], [3]. A
few fall preventative and protective strategies such as patient
sitters, bed alarms and floor mats are currently being used,
but none of these has solved an underlying problem; patients
have little to no support while ambulating to and from the
bedside to the bathroom [4], [5]. In hospitals, even when an
alarm activates, it may take minutes for a nurse to respond
and falls often happen during this response time period.

Assistive robots offer the potential to provide continuous
care and monitoring in healthcare environments. However,
most current robots like Giraff [6] and HOBBIT [7], only
observe and communicate with patients without any physical
engagement to prevent falls. We believe an autonomous pa-
tient assistant mobile (PAM) robot with object manipulation
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Fig. 1: PAM robot manipulating a walker in a common room
space. PAM is capable of both pushing and pulling objects
which is helpful in small spaces and corners.

capabilities will help prevent patient falls by intervening with
a mobility aid at the bedside prior to exit. Using monitoring
data, the PAM robot can provide assistance to a patient, or
clear the patient’s path by moving obstacles away (Fig. 1).

The problem of human-aware autonomous mobile robot
navigation in cluttered and dynamic environments has been
widely investigated [8], [9], [10]. However, many challenges
still exist in manipulating objects while navigating through
cluttered and unstructured environments such as hospitals
or personal dwellings [11]. This includes estimating the
dynamics of unknown objects, creating safe and collision-
free maneuvering trajectories and dealing with discrete and
continuous, i.e. hybrid actions. Medical environments are
usually cluttered by various objects, including mobility aids,
carts, chairs and tables. Since the dynamics of these objects
are not necessarily known to the robot, the robot must be able
to autonomously determine the object’s dynamic model for
a successful manipulation. Additionally, when manipulating
legged objects, the robot must select not only a direction
and magnitude of the pushing or pulling force, but must also
make a discrete choice about which leg to push or pull. Thus,
in this paper, we investigate the problem of manipulating an
unknown legged object (2-wheeled walker), to a desired final
position using our PAM robot [12] (Fig. 2).

Previous research concerning dynamic models mostly de-
scribe either mapping between actions and consequences for
a specific task [13], [14], or rely on pure kinematics [15].
A more advanced approach mimics human sensorimotor



Fig. 2: Whenever needed, PAM can retrieve the walker and
bring it to the patient to help with stability to prevent a fall.

learning behavior, in which a coarse dynamic model of
the new object is learned based upon prior beliefs and
experiences. Eventually, the coarse model is improved as
more data are collected during the manipulation [16], [17]. In
this research we chose a Bayesian regression model in order
to incorporate knowledge about common legged furniture as
priors to inform the dynamics learning algorithm [17].

For autonomous manipulation we use a combination of
model predictive control (MPC) and mixed-integer convex
optimization to overcome the imperfections of the dynamic
model and avoid getting stuck in local minima. To make
it convex, we linearize the dynamic model over a nominal
trajectory for the object. We perform a hybrid control by
penalizing actions that require changing legs based on the
path between legs and costs associated with regrasping.

Below, we summarize the main contributions of this paper:
1. Patient Assistant Mobile (PAM) Robot: Development of
a mobile robot with a 3-Finger gripper that can manipulate
legged objects by pushing or pulling.

2. Unknown Object Model Learning: Use of a BRM-based
method adopted from [18] to learn dynamic parameters of a
walker using experimental data.

3. Hybrid Manipulation Planner: Development of a manipu-
lation planner based on receding horizon concept and convex
optimization with discrete actions of changing legs as well
as continuous motion in manipulation.

II. RELATED WORK

Robust and safe autonomous object manipulation remains
a challenging research topic [19]. Most of the existing
approaches either require a large training dataset [14], or
use kinematics-based methods for a specific task [15].

Early studies on an object’s dynamic behavior suggest
learning a map between actions and the resulting effects
to inform future goal-directed behavior [13], [14]. Ogata
proposed an active-sensing method based on recurrent neural
networks to find mapping for all sequences of motion [13].
These methods do not obtain physics-based dynamics and
cannot be used for other types of manipulation other than
what is performed in the training process. Stilman et al. used
pseudo-inverse of dynamics equations to obtain the dynamic
parameters of large objects in [20]. However, they could not
find a consistent relationship between acceleration and force
and only used a viscous friction model and ignored mass and
inertia effects.

Scholz et al. propose using physics-based reinforcement
learning as an adaptive method to obtain non-linear dynamic
model estimates for non-holonomic objects[16]. Later, they
use this method to estimate the physical parameters of an
office table and a utility cart with fixed front wheels [18].

There is also an ongoing effort to find planning frame-
works that can effectively handle the uncertainty and hybrid-
ness associated with planning for both pushing and pulling
actions. [21] first formulated the mechanics of planar pushing
manipulation tasks. [22] created a forward empirical model
of an unknown object for pushing using visual feedback.
[23] focused on finding appropriate pushing actions and
developing a push planner which can track a predefined
trajectory using these actions based on a set of assumptions
and a simplified model of two-agent point-contact push.

[24] used a model predictive path integral controller to
plan push manipulations based on a learned model including
uncertainties, obtained by Gaussian process regression and
an ensemble of mixture density networks. Hermans et al.
presented a data-driven approach for learning good contact
locations for pushing unknown objects [25].

[26] addresses the problem of motion planning for non-
holonomic cooperating mobile robots manipulating and
transporting objects while holding them in a stable grasp.
They use the calculus of variations (with high computational
cost) to obtain optimal trajectories and actuator forces and
torques for object manipulation in the presence of obstacles.

A few model-based hybrid manipulation controllers have
been introduced [27], [28], [29]. The control strategies pre-
sented in the aforementioned papers are applied to systems
with a priori knowledge of the contact mode sequencing or
offline determination of optimal mode sequences. In [28]
MPC is used to find an optimal sequence of robot motions
to achieve a desired object motion. [30] solves the problem
of finding an optimal sequence of hybrid controls under
uncertainty using differential dynamic programming.

III. APPROACH

In this section, we first describe the mobile robot devel-
oped for our application of grasping legged furniture and
mobility aids. We, then, discuss the learning algorithm used
to find a coarse object dynamic model. Finally, we present
our manipulation planner.

A. Robot Design

For the experimental studies, a low-cost 3-finger gripper
was designed, developed and mounted on an iRobot Create2
(Fig. 3). We chose iRobot Create2 because of its size and
cost. It is also a familiar mobile robot to many people, which
may improve its acceptance.

The gripper design is adopted from [31] and extended
to a 3-finger hand for stable grasping of legged objects
with different sized legs. It has been designed for only
enveloping grasp which is less complex, tolerates more
external disturbances and fits the required application. The
main dimensions of the gripper are described in Table I.
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Fig. 3: PAM robot is equipped with a 3-finger gripper for
stable grasping of legged objects with different leg diameters.
A flexor tendon is wrapped around the driver shaft and passes
through routing points to close the fingers. Torsion springs
on joints passively extend the fingers.

These dimensions are used for grasping cylindrical objects
with diameters from 30 mm to 50 mm.

Each finger of the gripper has two segments, distal and
proximal, which are connected with revolute joints. A com-
bination of MAXON EC-20 flat DC brushless motors and a
5.4:1 planetary gearhead provides actuation for flexing all
three fingers using a tendon-based mechanism. A 0.4mm
diameter Kevlar string is used as a flexor tendon. The tendons
pass over pins and pulleys, defining the location of the force
applied on the finger links. During flexion, if the proximal
link contacts the object, the distal link will continue to flex
around the object to complete an enveloping grasp. The
fingers can extend passively by torsion springs on each joint.

We attach a one directional force sensor with 220N capac-
ity to the gripper for planar force measurements. The robot
is powered by the iRobot Create2 battery and controlled by
a Raspberry Pi 3 connected wirelessly to a base station.

B. Modeling Method

We use Bayesian Regression Model to fit a point mass on
a wheel model to define object dynamics (Fig. 4) adopted
from [16]. The final model will be a probabilistic estimate
of the dynamic parameters of the object. We only consider
planar parameters since all the objects will be manipulated
while sliding or rolling over the floor.

Dynamic parameters for a planar model include inertia
and friction; (1) inertia requires four parameters for planar
manipulation: one for mass, two for the position of the center
of mass, and one for inertia in the XY plane. (2) Two friction
coefficients in the X and Y directions define the anisotropic
friction. The model parameter vector is:

II:=<m,I, Ty Yes Bxy Ly > (D

In the framework of the Bayesian approach, unknown pa-
rameters of the model are regarded as random variables from
a prior probability distribution. Then, given the observation,
the conditional probability of possible values of the unknown
parameters (posterior distribution) is obtained. Since the
posterior distribution cannot be reasonably obtained by direct
computation, we use a Markov Chain Monte Carlo (MCMC)
method to sample from the distribution [32].

Dimension | Palm | Proximal Link | Distal Link | Shaft | Pulleys
Width 90 24 20

Length 95 80 67

Radius 4 13

TABLE I: Main dimensions of the gripper fingers in mm.

Y

Ye

Fig. 4: Walker is modeled as a ”point mass on a wheel” and
its parameters are learned using Bayesian Regression Model.

Given the 2D state vector of the object x containing po-
sition, orientation, linear and angular velocities, and applied
force vector u, the dynamics equation can be written as:

% = f(x,u) @)

where x = [z,y,0,4,7,0] and u = [f,, f,, 7]. Reforming
the second order differential in Eq. 2 as a discrete time
integration over time steps 0t; results in:

Xi+1 :g(xi,ui,(Sti,H) +€i (3)

which defines our Bayesian regression model. Here, ¢ is the
Gaussian noise with zero mean and variance o2. Both input
parameters and output noise include uncertainty and the goal
is to find the probability of dynamic parameters and output
noise using input dataset D = {x,u} and Bayes theorem:

P(Il,0|D) x P(D|I,0)P(II)P(0) 4

We use physics-based priors for dynamic parameters and
define them as distributions based on common knowledge
about the objects. For instance, we know that the mass of
the walker is less than 10kg, friction coefficients are in range
(0, 1) and the center of mass is limited by the length and
width of the walker. We use a truncated normal distribution
since all the parameters have upper and lower bounds (a, b):

m~ N¢(p,0,a,b)

C. Hybrid Manipulation Planning Algorithm

An MPC-based manipulation planner is developed to ob-
tain an optimal path to manipulate the object from one point
to another performing a hybrid control of continuous force
direction and magnitude and a discrete choice of which leg to
push or pull. We formulate the manipulation planning prob-
lem as a mixed-integer convex optimization problem [33]. A
convex optimization framework based on MPC for motion
planning of robots has been developed in [34]. In this work,
we extend the framework to manipulation planning.

Algorithm 1 shows the pseudo code of our hybrid manip-
ulation planner. We initialize it with the walker’s start and



(1) Result: Next action
@) initialize with &, &y, &, O,11;
@) while 65 > € do

) cost <— 00;
©) Ty, < NominalTraj(€s, &4, O) ;
(6) for leg in ObjectLegs do
0] cr, action < OptTraj(11, &, &y, O, leg, Tp);
@®) ca + CostOfAction(&,,action,Q);
) TotalCost < cr + ca;
(10) if TotalCost < cost then
(11) cost + TotalCost;
(12) NextAction + action;
end

end
(13) if cost= oo then
(14) ‘ return StayPut;

else
(15) ‘ return NextAction;

end

end

Algorithm 1: Hybrid manipulation controller

goal states, robot’s state and walker’s as (§s,&g4,&r) from
feedback. State vectors include object’s planar position and
velocity (€ : {z,y, ¢, 2,9, gb}) Based on the walker’s current
and desired states, a nominal trajectory is obtained (Line (5))
for linearization of dynamic constraints. The optimization
problem solved for nominal trajectory is a simple path
planning problem with obstacle avoidance without dynamics
constraints for a horizon length same as the main problem.

Subsequently, in Lines (7)-(12), for each leg of the walker,
an optimal trajectory is obtained returning the optimal ac-
tion and cost for a limited horizon. The OptTraj function
considers all dynamics and obstacle constraints informed by
dynamic parameters II and obstacles O. We will discuss the
details of the main optimization problem later. In addition to
the cost from OptTraj function, in Line (8), we find the cost
of the robot to get ready to execute that optimal action using
the CostOfAction function, which is the sum of two costs;
the cost of changing legs and the cost of re-grasping.

Finally, we choose the leg with the minimum total cost
to execute in the next time step. If the minimum cost is
infinity, it means a feasible trajectory was not found, so the
robot stays put. Otherwise, it executes the first action in the
action sequence and repeat the same procedure in the next
time step until the object reaches the goal zone.

1) Cost function: Although any convex objective function
can be used as the cost function, for the purpose of ma-
nipulating the mobility aid on a smooth trajectory around
obstacles and furniture, we define a minimum path cost
function. For a mobile robot and the control horizon length
h, the cost function for the shortest path is:

h
J:wlég —‘r—(ng&; (5)

t=1

where 8 = ||, () — &u(t — 1)]|3 is the change in walker
state between time (¢ — 1) and (¢) and dg = ||€,(R) — &|[3

shows the difference between the final state in the horizon
and the goal state. (wy,ws) are weights to adjust based on
the importance of each term in the cost function.

2) Obstacle avoidance: In order to keep the convex form
of the optimization problem, all of the obstacles are written
as equivalent surrounding convex forms. Therefore, each
obstacle is estimated by a polygonal shape. This is a more
conservative approach and provides safer results, but looses
some possible paths. Polygon shapes are defined as the
intersection of a series of half spaces:

O : {¢|AL < b} (6)

The point £ is outside of shape O with m number of sides
if at least one of the A{ < b inequalities is satisfied:

> wi>1 (7)

=1

AL <b+ (v—-1)M,

where v is a vector of binary variables and M is a large
constant value used in the Big-M method [35]. Equation 7
ensures that at least one element of the vector v equals to 1,
so point ¢ would be out of the polygonal obstacle.

3) Kinematics constraints: This include starting states and
limits on velocity and acceleration which are convex:

§w(0) = & (8)
dT

*émar < < émara t= 1, ey h (9)

4) constraints: Dynamic constraints are the main part of
the optimization problem that connects the robot’s movement
to the object. Dynamic equations of the manipulation define
the relationship between the applied force by the robot and
the resulting trajectory of the object. These constraints are
linearized over the nominal trajectory. Also, force is limited
by the maximum force that robot can apply to the object.

w(t+1) —&u(t) _ FEw(t),u(t)

dr
—Umaz gu(t) <Umaz, t=1,...,h

t=1,...,h (10)
(1)

Considering all the above constraints and objective function,
the final optimization problem in the OptTraj function is:

h
min J = w[€u(h) = &l +w2 Y ll6w(t) = &ult = 113

st Eu(0) = &, =
2 w — Qwl\lt — 1 2

- gmam S 5 (t) dgjj (t ) S gmama Vt S {17 ey h}

Sl =l =D pe, v ue), Ve (1)

— Umazx S Ll(t) S Umaz, vVt € {1, ooy h}

Aouwp(t) >bo + (v(t) —1)M, vt € {0,..,h}
YO € So

> wit) > 1, vt € {0,..,h}

1=1

In the above, £, is used to show that only the position part
of walker’s state is used for obstacle avoidance.
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IV. IMPLEMENTATION

This section describes the implemented procedure for
different parts of the proposed approach.

A. Data Collection and Parameter Estimation

We collected motion data using a 14 Flex13 cameras mo-
tion capture system (Optitrack, Naturalpoint, Inc.). In each
trial, PAM pushes/pulls one of the walker legs starting from
one of the 8 equally-distributed directions. Synchronized
force data are collected by the robot’s one directional force
sensor (Futek Industries). The reason to avoid collecting
torque data is to develop a simple and general model with
minimal dataset. However, the algorithm could be imple-
mented with a torque sensor as well. The motion capture
system records the state of both walker and PAM using
7 tracking markers, 4 on the walker and 3 on the PAM’s
gripper. In total, we collected 39 trials of short trajectories
(about 280,000 data points) and divided them into 34 training
and 5 test sets. Each trial is about 5-7s and is collected at
1.2kHz sampling rate. For the Bayesian regression model, we
have used PYMC package in python with 20000 samples.

B. Manipulation Planning

The manipulation problem is coded as a Mixed-Integer
Quadratic Program and is solved efficiently using the Gurobi

2 3 4 5 6 7 8

Fig. 7: Displacement errors in the predicted trajectories of a
walker with feedback.

numerical optimization package [36]. The nominal trajectory
is obtained by solving a simplified path planning problem.
Weights in the cost function are adjusted and normalized
in regards to the problem scale and experiments. The goal
region is defined as the area within 0.3 distance from the goal
state. The horizon length is set to a value in range [7, 15] in
most cases, but we also compare the effect of different values
of horizon length on different models in the next section.

V. EVALUATION
A. Dynamic Model Learning Performance

As previously stated, the object’s dynamic model is
learned using MCMC sampling. On a Core i7 2.4GHz
system, it takes about an hour to get 20000 samples.

After obtaining an object model based on the training
dataset, we tested it on our test dataset containing 5 trajectory
episodes. Each trajectory prediction begins from the actual
starting point and then we only use the actual dataset as feed-
back input every 2 seconds. Figure 5 provides a comparison
between the predicted trajectory without feedback, predicted
trajectory with feedback and the actual trajectory.

For better evaluation of the model, a plot of displacement
errors, which is the difference between predicted and actual
displacement at each step is presented in Fig. 6. This figure
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shows the actual error at each step instead of accumulated
error as in the trajectory plot. The error in the Y direction is
more than the other axis because the trajectory is mostly in
that direction. So, the inaccuracy in the force input is larger in
magnitude which leads to larger errors. Using feedback helps
to stay on the trajectory and eliminate the accumulated error
every two seconds, but it does not change the displacement
error much since this is based on the obtained model and
noise in the system.

Additionally, we can see that in the far left case, errors
get higher as we move towards the end of the trajectory. We
believe this is due to forces applied by the gripper fingers
which are not measured in this study. This happens in cases
when the force direction is such that gripper fingers apply
more force and actually play a role in influencing dynamics.
To avoid this kind of error, in the manipulation planner, we
assume that the robot repositions at each step to execute only
straight force and not in any other direction. However, this
statement may not hold in the real world. A better force and
torque measurement approach is needed to get more accurate
results for experimental studies.

B. Manipulation Planning Performance

We ran the manipulation planner for two different simu-
lation setups: a simple environment with 3 obstacles and a
cluttered environment. We define the actual model close to

the obtained model from the dynamic learner. We also add
noise to the system for simulating the resulting trajectory.
For each setup we tested and compared 3 models: (1) model
only based on priors (2) model obtained from the dynamic
model learner (3) actual simulation model. Figure 8§ Shows
resulting trajectories for both of these simulation setups.

As expected, although the length of the obtained trajectory
in both environments is almost the same, the simple environ-
ment needs fewer steps (about 40 steps with timestep=1s)
to finish the task and the highly cluttered one takes nearly
twice as long to move the walker to the desired region (about
80 steps with timestep=1s). This is because it has to move
slower to be able to avoid the obstacles. Also manipulating
in narrow passages is more difficult and takes multiple
steps to navigate. We can improve this by using a more
accurate obstacle avoidance method and avoid being overly
conservative. Figure 9 presents the effect of the horizon
lIength in MPC on the smoothness of the manipulated object’s
trajectory. We use R? value with respect to the actual model
trajectory to show smoothness of the obtained trajectory.
These values indicate that a longer horizon has a greater
impact on a less accurate model compared to a better model.

Running on a Core 17 2.4GH platform, the computational
time for each step is less than a millisecond which is
considered real-time. However, this can vary based on the
feasibility and complexity of the problem.

VI. CONCLUSION

Patient falls are a major healthcare challenge that often
result when a patient egresses bed without assistance. A
problem with current bed alarms and patient monitoring
systems is that hospital staff are often outside the room and
cannot respond in time to prevent the fall. Mobile robots offer
the potential to bridge this gap by providing continuous care
and monitoring with a physical presence in the room. We
demonstrated that a Patient Assistant Mobile (PAM) robot
can safety manipulate and deliver a walker to a bedside. To



accomplish this we had to overcome two major challenges,
i) object dynamic modeling and ii) Manipulation Planning.
A Bayesian regression algorithm was used to estimate the
object dynamic model and a novel manipulation algorithm
based on MPC and hybrid optimization was developed. Our
results show that using minimal data, the PAM robot can
successfully manipulate a walker to a desired location within
acceptable error limits. Future work will focus on reducing
trajectory errors and learning dynamic models from other
unknown objects that may need to be moved. Moreover,
we would like to test the manipulation algorithm in real
experimental setups.
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